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ABSTRACT 

In the structural design of column, the dimensions of the column and the reinforcement are initially assumed 

and the interaction formula is used to verify the suitability of chosen dimension and reinforcement. The 

approach necessitates few trails for coming up with an economical and safe design Using conventional method 

to design uni axial and biaxial column is long process but using ANN we can do the design easily. In neural 

network is trained with trained data results of the testing data results of the testing data may be obtained.  

Result indicates the Neural-network capable of predicting the exact solution with proper training but this ability 

depends on the complexity of the column optimization itself. 

 

1. INTRODUCTION 

1.1 OPTIMIZATION  

            Structural Engineering involves understanding and modelling of natural phenomenon, material 

behaviour and laws of mechanics, intuition, past experience or expertise and analysis techniques. The 

modern computer can bring speed, efficiency and accuracy in analysis of structures. But to 

computerize the areas such as conceptual design, modelling of natural phenomenon and material 

behaviour and damage assessments is extremely difficult as it requires human expertise. Structural 

design is an iterative process. The initial design is the first step in design process. 

 Artificial Neural Network is a new technology emerged from approximate simulation of human brain 

and has been successfully applied in many fields of engineering. Neural networks and demonstrate 

powerful problem solving ability. 

 Finding an alternative with the most cost effective or highest achievable performance under the 

given constraints, by maximizing desired factors and minimizing undesired ones. In 

comparison, maximization means trying to attain the highest or maximum results or outcome without 

regard to cost or expense. Practice of optimization is restricted by the lack of full information, and the 

lack of time to evaluate what information is available (see bounded reality for details). In computer 

simulation (modelling) of business problem, optimization is achieved usually by using linear 

programming techniques. 

International Journal of Scientific & Engineering Research, Volume 7, Issue 4, April-2016 
ISSN 2229-5518   

219

IJSER © 2016 
http://www.ijser.org

IJSER



1.2 ARTIFICIAL NEURAL NETWORK  

 

     Artificial Neural Network are computational models inspired by biological neural network used for 

processing large number of inputs which are mostly unknown.Human brain is most powerful pattern recognition 

engine ever invented.  

     Instead of programming computational system to do specific tasks, teach  system  how to perform task 

To do this, generate Artificial Intelligence System- AI.AI systems must be adaptive – able to learn from data on 

a continuous basis  

 

1.2.1 NEURAL NETWORK APPLICATION DEVELOPMENT 

 

The development process for an ANN application has eight steps.  

•  Collection of data 

• Training and testing data separation For a moderately sized data set, 80% of the data are randomly 

selected for training, 10% for testing, and 10% secondary testing.  

• Configuring neural network model 

•  Important considerations are the exact number of perceptrons and the number of layers.   

• Parameter tuning and weight initialization 

• Data transformation transforms the application data into the type and format required by the ANN.  

• Training of the ANN  

• Testing of the ANN 

 

 

Fig 1  Biological neuron 
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Fig 2  Artificial neuron 

 

 

1.3 CLASSIFICATION OF LEARNING STRATEGIES 

1.3.1 SUPERVISED 

 Process of using desired output for training the NN 

 It employees a teacher to assist the network by telling the network what the desire response to a given 

input 

 Weights are modified according to the required output 

 Not practicable in all cases 

 It is based on a labeled training set. 

 The class of each piece of data in training set is known. 

 Class labels are pre-determined and provided in the training phase. 

1.3.2 UNSUPERVISED 

• No teacher Required 

• Similar to the students learning on their own 

• Adaption rules 

• Adaption rule generate error signals 
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1.3.3 REINFORCED 

• A teacher is assumed to b present but right answer is not given to the network 

• Network is given an indication whether output is right or wrong 

Network use this indication to improve performance 

 

2. PARAMETERS USED 

             Pu                Axial load 

            Ast              Area of steel 

            B                Breath of beam 

            D                Overall depth of beam or slab 

           fck                Characteristic compressive strength of concrete 

           fy                 Characteristic strength of steel 

          Mu               Design bending moment 

           pt                 Percentage of steel 

 

3. Analytical  study 

 

Table 1   Input  values calculated for  short columns using excel spread      

                 sheets for 9 sets 
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Table 2 Training   data’s  for short column for 9 sets 

 

 

 

3.1 Mat lab programme  for  9 sets of values 
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Table 3 Input  values calculated for  short columns using excel spread      

                 sheets for 23 sets 
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Table 4 Training values for 23  sets of values 

 

 

3.2 Mat lab programme  for  23 sets of values 
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4. Results and discussions  

4.1 Results for 9 set of inputs 
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4.2 Results for 23 set of inputs 
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Table 5 Percentage of errors in the result 

 

 

 

5. Conclusion 

            Neural network model was used for short column under uni axial bending, Excel spread sheet is prepared 

for the design of column under uni axial bending  and using the above spread sheet training data for ANN model 

was prepared, Mapping for input and output  for ANN model is done, Desired output for percentage of steel is 

obtained using MATLAB, The percentage of error for the predicted values are less than zero for most of the 

inputs. 
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